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Method Description

For the false positive reduction track of the LUNA16 Challenge, we formulate it
as a binary classification problem and have developed 3D convolutional neural
network (3D CNN) models to solve it. In order to meet the large size variations
of the lung nodules [1], we leverage multi-level contextual 3D CNNs to confront
the challenge and effectively reduce the false positive rate.

The 3D CNN is equipped with the 3D convolution and 3D max-pooling op-
erations described in [2]. Based on the analysis of the distribution of pulmonary
nodule sizes (see Fig. 1), we set three network architectures with different levels
of contextual information taken into account. The model structures are shown
in Table 1. The receptive files of Archi-a, Archi-b and Archi-c are designed as
20× 20×6, 30×30 ×10 and 40×40×26, respectively. Considering the relatively
lower resolution in the third dimension, we used smaller kernel sizes in this di-
mension. Each of the model assigns a prediction probability to a candidate. To
aggregate multi-level contextual information for the final classification, we fused
the prediction probabilities from all architectures. The learned 3D kernels in the
1st layer of Archi-a are visualized in Fig. 2.

Fig. 1. Analysis of the sizes of pulmonary nodules, with diameters measured in voxels
across different dimensions.



Table 1. Architectures of the multi-level contextual 3D CNNs.

Archi-a Archi-b Archi-c

layer kernel channel layer kernel channel layer kernel channel

C1 5×5×3 64 C1 5×5×3 64 C1 5×5×3 64
M1 1×1×1 64 M1 2×2×1 64 M1 2×2×2 64
C2 5×5×3 64 C2 5×5×3 64 C2 5×5×3 64
C3 5×5×1 64 C3 5×5×3 64 C3 5×5×3 64

FC1 - 150 FC1 - 250 FC1 - 250
FC2 - 2 FC2 - 2 FC2 - 2

C: convolution, M: max-pooling, FC: fully-connected

Fig. 2. The 64 learned 3D kernels of the 1st layer in Archi-a. Each 5 × 5 × 3 kernel is
embedded as three 5 × 5 maps presented in a column.

Importantly, to deal with the class imbalance, we conducted translation and
rotation augmentations for the true nodule positions. In the cross-validation pro-
cess, for example, when subset0-8 for training and subset9 for validation, 26.17%
positive and 73.83% negative training samples were extracted. The rectifier non-
linearity was used in the network and the softmax function was used for logistic
regression to yield the prediction probabilities. The weights of the 3D CNNs
were initialized from Gaussian distribution and trained by minimizing the cross-
entropy loss with stochastic gradient descent. The learning rate was initialized
as 0.3 and decayed by 5% every 5000 iterations. Dropout and momentum were
used during the training procedure. The method was implemented with Python
based on the deep learning library of Theano [3].
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