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Training Data (n=734) 
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Data Preprocessing 

 
!  Scans with in-plane resolution <0.5mm were resampled 

 " double resolution 
 

!  N4 bias field correction (Tustison et al., TMI, 2010) 

!  Brain extraction using pyramidal intracranial masking (pincram) 
(cf. Heckemann et al., “DISPATCH”, MICCAI 2012 Grand Challenge on Multi-atlas Labeling, 2012) 
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Ledig, C. et al., Multi-class brain segmentation using atlas propagation and EM-based refinement, ISBI 2012 
Ledig, C. et al., Segmentation of MRI brain scans using MALP-EM, MICCAI Grand Challenge and Workshop on Multi-atlas labeling, 2012 

(30 atlases provided by  
neuromorphometrics.com) 

Whole-brain segmentation (MALP-EM) 
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Ledig, C. et al., Multi-class brain segmentation using atlas propagation and EM-based refinement, ISBI 2012 
Ledig, C. et al., Segmentation of MRI brain scans using MALP-EM, MICCAI Grand Challenge and Workshop on Multi-atlas labeling, 2012 

Intensity-based 
refinement (EM) 

Whole-brain segmentation (MALP-EM) 
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test_emc_051 

structural volumes (VOL), 
cortical thickness*/ 
cortical surface** (CORT)* 

*S. E. Jones, et al., “Three-dimensional mapping of cortical thickness using laplace’s equation,” Human Brain Mapping, 2000. 
**C. E. Rodriguez-Carranza, et al., “A framework for in vivo quantification of regional brain folding in premature neonates,” NeuroImage, 2008. 

Whole-brain segmentation (MALP-EM) 
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! Learn ROI in template space using elastic net 
regression 

Manifold-based learning features (MBL) 
(based on Guerrero et al. NeuroImage 2014) 
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! Learn ROI in template space using elastic net 
regression 

! Extract local binary patterns (LBP) from ROI of 
unseen images 

! Reduce dimensionality (PCA) 

Manifold-based learning features (MBL) 
(based on Guerrero et al. NeuroImage 2014) 
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Patch-based grading features (GRAD) 

!  Extraction of Important Patches 
! Generating probability map using Elastic Net (Guerrero et al., 2014) 
!  Extracting patches at locations where pathological changes of AD might 

exist (i.e. high probability in the map). (Tong et al., 2014) 

Probability maps for extracting important patches 

(based on Tong et al. Medical Image Analysis 2014) 
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Grading Features Extraction 

!  Compute Grading Features: 
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Random forest classifiers 

!  Ensemble of decision trees with rules for: 
!  Training 100 trees 

•  objects sampled at random with replacement to form tree-specific training set 
•  At each tree node, randomly select variables to optimise binary split 

!  Combining trees 
•  Test data classified by simple majority voting across all trees in forest 

!  Scikit-learn implementation (http://scikit-learn.org/) 

Majority vote of 
terminal nodes 

Breiman, L., “Random Forests”, Machine Learning, 45(1), pp. 5-32 
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Computation Times 
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Conclusion 

 
!  All our methods are fully automatic 

•  exception: The visual quality check of brain masks 

!  The more involved manifold learning and patch-based methods outperform the 
rather simple structural analysis 

!  Little complementary information between feature sets 

!   Substantially higher classification accuracies on challenge data than on ADNI 
•  but: small sample size (N=30) 
•  suggests higher quality data and/or clearer group separation of patient 

groups 
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Performance on ADNI cohorts 
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Performance on CADD training set 
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