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Abstract. This paper presents a novel architecture using a fully con-
volutional neural network (FCNN) for prostate segmentation has been
proposed. The FCNN model presented here is a modified version of V-net
with smart factorization of convolutional layers for reducing the number
of parameters, and Batch Normalization for better and faster conver-
gence. Unlike previous approaches which focus on segmentation using
2D slices, whole volume in 3D has been considered which saves time dur-
ing inference and additionally, the algorithm can take advantage of the
3D spatial information. Various on-the-fly augmentation methods have
been applied to prevent overfitting of the network. The model achieved
a Dice Similarity Coefficient (DSC) of 0.92 and 0.80 on training and
validation set respectively.
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1 Data Preparation

The dataset was taken from PROMISE12 challenge consisting of 50 volumes
from various sources. They were first brought to the same shape. Each slice
was converted to size 128x128, and the number of slices was fixed to 64 using
interpolation. This made the size of each volume as 128x128x64. The spacing
was set to 1.0, 1.0, 1.5. The intensities of volumes were normalized in the range
of 0 to 1, and then the dataset was split into training and validation set using an
80:20 ratio. To prevent overfitting during training, data augmentation methods
were used including, random flipping, rotation, intensity smoothing, noise, and
histogram matching with random images from the training set.

2 Model Architecture

The model architecture was inspired by V-net [1], which uses an encoder-decoder
structure involving downsampling and upsampling layers to limit the number of
parameters [3]. A Convolution-Batchnorm-PReLu (CBP) block is defined, which
is used repetitively in this paper, consisting of two 3x3x3 convolutions followed
by Batch Normalization [4] and PReLu activation [5]. Two 3x3x3 convolution
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gives the same receptive field as one 5x5x5 convolution but with less number
of parameters as suggested in [6]. All convolutions in these blocks were applied
with appropriate padding.

The architecture was analogous to a multi-storeyed building with each floor
consisting of many CBP blocks. Downsampling was performed between floors
using strided convolutions [7] with stride size 2x2x2, thereby, reducing the volume
by a factor of 2 each time.

After getting an intermediate representation of size 8x8x4, upsampling was
performed using transposed convolutions [9]. During upsampling, corresponding
encoder layers were concatenated with the decoder layers to promote feature
forwarding [10]. Same CBP blocks were used in these floors as well. As suggested
in [8], a skip connection was added before every downsampling and upsampling
layer to learn a residual function which helps in training deep networks. The
output of the last convolutional layer was passed through a 1x1x1 convolution
followed by sigmoid activation function for detecting background and foreground
voxels.

Fig. 1. A schematic representation of our FCNN model architecture.

3 Training

For training the network, Adam [11] optimizer was applied. The base learning
rate was set to 1e − 6 in the beginning and then changed during the course of
training. The batch size was fixed to 5 volumes. The weights of the network were
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updated according to DSC, also known as Dice loss, given in equation 1.

DSC =

(
2 ∗
∑

(X.Y )∑
X +

∑
Y + ε

)
(1)

where, X and Y are the predicted and ground truth volumes respectively, ε is
the smoothing parameter set to 0.00001.

4 Results

After training for 5000 epochs on NVIDIA P100 GPU system, An average DSC
of 0.92 and 0.80 was achieved on the training and validation set respectively.
The results were evaluated on additional metrics [2] viz. Absolute Relative Vol-
ume Difference (ARVD) [12], Average Boundary Distance (ABD) [12], and 95%
Hausdorff distance (95HD) [13]. Fig. 2 shows the mean and standard deviation
of 95HD, Dice loss, ABD, and ARVD on training and validation sets. Fig. 3
shows the segmentation results on the test set.

Fig. 2. Mean and standard deviation on various metrics for training and validation set.

Fig. 3. Segmentation results on test dataset for (a) Case05, (b) Case15, and (c) Case25
(from left to right).
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